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Abstract  
Image enhancement allows the observer to see details in images that may not be immediately observable in the original image. Image enhancement is the 
transformation or mapping of one image to another. The enhancement of certain features in images is accompanied by undesirable effects. We proposed 
that to achieve maximum image quality after denoising, a new, low order, local adaptive Gaussian Scale Mixture model and median Filter were presented, 
which accomplishes nonlinearities from scattering a new nonlinear approach for contrast enhancement of soft tissues in CT images using both clipped 
binning and nonlinear binning methods. The usual assumption of a distribution of Gaussian and Poisson statistics only lead to overestimation of the noise 
variance in regions of low intensity (small photon counts), but to underestimation in regions of high intensity and therefore to non-optional results. The 
contrast enhancement results were obtained and evaluated using MatLab program in 50 CT images of the chest and abdomen from two CT studies. The 
optimal number of bins, in particular the number of gray-levels, is chosen automatically using entropy and average distance between the histogram of the 
original gray-level distribution and the contrast enhancement function's curve. 
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INTRODUCTION  
Image enhancement techniques are used to refine a given 
image, so that desired image features become easier to 
perceive for the human visual system or more likely to be 
detected by automated image analysis systems. Image 
enhancement allows the observer to see details in images that may 
not be immediately observable in the original image. This may be 
the case, for example, when the dynamic range of the data and that 
of the display are not commensurate, when the image has a high 
level of noise or when contrast is insufficient.[1,2] Fundamentally, 
image enhancement is the transformation or mapping of one image 
to another. This transformation is not necessarily one –to- one, so 
that two different input images may transform in to the same or 
similar output images and medical images as illustrated in the 
figures after enhancement.[3] More commonly, one may want to 
generate multiple enhanced versions of a given image this aspect 
also means that enhancement techniques may be irreversible. 
Often the enhancement of certain features in images is 
accompanied by undesirable effects. Valuable image information 
may be lost or the enhanced image may be a poor representation of 
the original. Further more enhancement algorithms cannot be 
expected to provide information that is not present in the original 
image. If the image does not contain the feature to be enhanced, 
noise or other unwanted image components may be inadvertently 
enhanced with out any benefit to the user. Pixel based 
enhancement techniques are transformations applied to each pixel 
with out utilizing specifically the information in the neighborhood 
of the pixel. Enhancement that can de achieved with multiple 
images of the same scene.[4] A digital image is defined as a tow-
dimensional array of numbers that represents the real, continuous 
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spatial signal is sampled at regular intervals and the intensity is 
quantized to a finite number of the array is referred to as a 
picture element or pixel. The digital image is defined as a 
spatially distributed intensity signal f(m ,n),where f is the 
intensity of the pixel, and m and define the position of the pixel, 
along a pair of orthogonal axes usually defined as horizontal 
and vertical. We shall assume that the image has M rows and N 
columns and that the digital image has P quantized levels of 
intensity (gray levels) with values ranging from 0 to P- 1. The 
histogram of an image, commonly used in image enhancement 
and image characterization, is defined as a vector that contains 
the count of the number of pixels in the image at each gray 
level. A useful image enhancement operation is convolution 
using local operators, also known as Kernels. Considering a 
Kernel w(k, l) to be an array of (2k+1+2+1) coefficients where 
the point(k, l) = (0,0) is the center of the Kernel, convolution of 
the image with the Kernel is defined by:   
G(m, n) = w(k, l) * f(m, n) =Type equation here.  

Where g(m, n) is the out come of the convolution or out put 
image. To convolute an image with a kernel, the kernel is centered 
on an image pixel (m, n), the point-by-point products of the kernel 
coefficients and corresponding image pixels are obtained, and the 
subsequent summation of these products is used as the pixel value 
of the out put image g(m, n) is obtained by operating the same 
operation on an pixels of original image. A convolution kernel can 
be applied to an image in order to effect of specific enhancement 
operation or change in the image characteristics. This typically 
results in desirable attributes being amplified and undesirable 
attributes being suppressed. The specific values of the kernel 
coefficients depend on the different types of enhancement that may 
be desired. Attention is needed at the boundaries of the image 
where parts of the kernel extend beyond the input image. One 
approach is to simply use the portion of the kernel that overlaps the 
input image. This approach can, however, lead to artifacts in the 
boundaries of the out put image.[5] 

The forward or inverse Fourier transform of an N×N image, 
computed directly with the preceding definitions, requires a 
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number of complex multiplications and additions proportional 
to N2. By decomposing the expressions and eliminating 
redundancies, the fast Fourier transform (FFT) algorithm 
reduces the number of operations to the order of N  

Log2 N[5] 
 

The computational advantage of the FFT is significant 
and increases with increasing N. when N =64 the number of 
operation are reduced by an order of magnitude and when N = 
1024, by two orders of magnitudes.[6]  
Pixel Operation 
 

Although intensity scaling can be very effective in 
enhancing image information present in specific intensity bands, 
often information is not available a priori to identify the use full 
intensity bands. In such cases, it may be more use full to maximize 
the information conveyed from the image to the user by 
distributing the intensity information in the image as uniformly as 
possible over the available intensity band.[7-9] This approach is 
based on the approximate realization of information – theoretic 
approach in which the normalized histogram of the image is 
interpreted as the probability density function of the intensity of 
the image. In histogram equalization, the histogram of the input 
image is mapped to a new maximally-flat histogram. The 
histogram is defined as h(I), with 0 to p-1 gray levels in the image. 
The total number of pixels in the image, M*N, is also the sum of 
all the values in h(i). Thus, in order to distribute most uniformly 
the intensity profile of the image, each bin of the histogram should 
have a pixel count of (M*N)/p. It is, in general, possible to move 
the pixel with a given intensity to another one, resulting in an 
increase in the pixel count in the new intensity bin. On the other 
hand, there is no acceptable way to reduce or divide the pixel 
count at a specific intensity in order to reduce the pixel count to 
the desired (M*N) /P. In order to achieve approximate uniformity, 
the average value of the pixel count over a number of pixel values 
can be made close to the uniform level.[10-11] A simple and readily 
available procedure for distribution of the pixels in the image is 
based in the normalized cumulative histogram, defined as 
 

j 

H (j) = 1/M. Nå
h(i)

j=0,1,… p – 1 
i =0 

The normalized cumulative histogram can be used as a 
mapping between the original gray levels in the image and the 
new gray levels required for enhancement. The enhanced 
image g(m, n) will have a maximally uniform histogram if it is 
defined as  

g (m, n)= (p-1). H (f(m, n)) 
 
A. Noise Suppression by Mean Filtering 
 

Mean filtering can be achieved by convolving the image 
with (2K+1×2L+1) Kernel where each coefficient has a value 
equal to the reciprocal of the number of coefficients in the 
Kernel. For example, L=K=1, we obtain  
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Referred to as the 3×3 averaging kernel or mask. 
Typically, this type of smoothing reduces noise in the image, but 
at the expense of the sharpness of edges (4),(5), (12), (13). Note  

 
that the size of the kernel is a critical factor in the successful 
application of this type of enhancement. Image details that are 
small relative to the size of the kernel are significantly 
suppressed, while image details are significantly larger than the 
kernel size are affected moderately. The degree of noise 
suppression is related to the size of the kernel, with greater 
suppression achieved by larger kernels.[1,7,12,13]  

Median filtering is a common nonlinear method for 
noise suppression that has unique characteristics. It does not use 
convolution to process the image with a kernel of coefficients. 
Rather, in each position of the kernel frame, a pixel of the input 
image contained in the frame is selected to be out put pixel located 
at the coordinates of the kernel center. The kernel frame is 
centered on each pixel (m, n) of the original image, and the 
median value of pixels with in the kernel frame is computed. The 
pixel at the coordinates (m, n) of the out put image is set to this 
median value. In general, median filters don't have the same 
smoothing characteristics as the mean filter. Features that are 
smaller than half the size of the median filter kernel are 
completely removed by the filter. Large discontinuities such as 
edges and large changes in image intensity are not affected in 
terms of gray level intensity by the median filter, although their 
positions may be shifted by a few pixels. This nonlinear operation 
of the median filter allows significant reduction of specific types 
of noise. For example, "shot noise" may be removed completely 
from an image without attenuation of significant edges or image 
characteristics.[14]  
MATERIALS AND METHODS 
 

For Computed tomography machines (CT) each film 
was scanned using digitizer scanner then treat by using image 
processing program (MatLab), where the enhancement and 
contrast of the image were determined. The scanned image was 
saved in a TIFF file format to preserve the quality of the image. 
The data analyzed used to enhance the contrast within the soft 
tissues, the gray levels which can be redistributed both linearly 
and nonlinearly using the gray level frequencies of the original 
CT scan. The data was analyzed by using statistical package, 
Statistical Package for Social Studies (SPSS) under windows.  

The Fourier transform is a representation of an image as 
a sum of complex exponentials of varying magnitudes, 
frequencies, and phases. The Fourier transform plays a critical 
role in a broad range of image processing applications, 
including enhancement, analysis, restoration, and compression.  

If f (m, n) is a function of two discrete spatial variables 
m and n, then the two-dimensional Fourier transform of f (m, 
n) is defined by the relationship.  
 
 
 

Figure 
 

The variables ù1 and ù2 are frequency variables; their 
units are radians per sample. F(ù1,ù2) is often called the 
frequency-domain representation of f (m, n) F(ù1,ù2) . is a 
complex-valued function that is periodic both in ù1and ù2, with 
period 2ð. Because of the periodicity, usually only the range – ð  
≤ù1, ù2≤ ð is displayed. Note that F(0,0) is the sum of all the 
values of f (m, n). For this reason, F(0,0) is often called the 
constant component or DC component of the Fourier transform. 
(DC stands for direct current; it is an electrical engineering term 

 
7  



Asian J  Med Radiol Res |Jan -Jun 2014 |Vol-2 | Issue- 1  
 
that refers to a constant-voltage power source, as opposed to a 
power source whose voltage varies sinusoidally.) The inverse of 
a transform is an operation that when performed on a 
transformed image produces the original image. The inverse two-
dimensional Fourier transform is given by  

 
Figure  

Roughly speaking, this equation means that f (m, n). 
can be represented as a sum of an infinite number of complex 
exponentials (sinusoids) with different frequencies. The 
magnitude and phase of the contribution at the frequencies 
(ù1,ù2) are given by F (ù1,ù2). The Fourier transform provides 
the spectral representations of an image, which can be modified 
to enhance desired properties. 
 
Visualizing the Fourier Transform 
 

To illustrate, consider a function f (m, n ) that equals 1 
within a rectangular region and 0 everywhere else. To simplify 
the diagram, f (m, n )is shown as a continuous function, even 
though the variables m and n are discrete (Fig.1).  
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. Visualizing the Fourier Transform (MatLab 

R2009m) 
 

The Fig.2 shows, as a mesh plot, the magnitude of the 
Fourier transform, F (ù1,ù2), of the rectangular function shown 
in the preceding figure. The mesh plot of the magnitude is a 
common way to visualize the Fourier transform.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. A mesh plot, the magnitude of the Fourier 
transform, F (ù1, ù2), (MatLab R2009m) 

 
Magnitude Image of a Rectangular Function 
 

The peak at the center of the plot is F (0,0),, which is the 
sum of all the values in f(m ,n). The plot also shows that F (ù1,ù2), 
has more energy at high horizontal frequencies than at high vertical 

 
frequencies. This reflects the fact that horizontal cross sections 
of f(m ,n), are narrow pulses, while vertical cross sections are 
broad pulses. Narrow pulses have more high-frequency content 
than broad pulses. 
 

Another common way to visualize the Fourier transform 

is to display log I F (ù1,ù2)I as an image, as shown in Figure 2. 
 
Log of the Fourier Transform of a Rectangular Function 

 
Using the alogarithm helps to bring out details of the 

Fourier transform in regions where F (ù1,ù2 ) is very close to 0.  
RESULTS 
 

This is an experimental study deals with propose a new 
approach for image enhancement technique using noise reduction 
technique (noise variance) and different median Filters in CT 
images and reduction of the redundancy in the image data using 
image processing technique (MatLab version R2009a). In addition 
to highlight the role of the proposed approach (noise variance) by 
preservation of the image's overall look, preservation of the 
diagnostic content in the image and detection of small and low 
contrast details in the diagnostic content of the image and to 
highlight the role of using image processing technique in 
Radiology. Gaussian mixture models are formed by combining 
multivariate normal density components. For information on 
individual multivariate normal densities. In Statistics Toolbox 
software, mixture models of the gmdistribution class are fit to data 
using expectation maximization (EM) algorithm, which assigns 
posterior probabilities to each component density with respect to 
each observation. Gaussian mixture models are often used for data 
clustering. Clusters are assigned by selecting the component that 
maximizes the posterior probability. Like k-means clustering, 
Gaussian mixture modeling uses an iterative algorithm that 
converges to a local optimum. Gaussian mixture modeling may be 
more appropriate than k-means clustering when clusters have 
different sizes and correlation within them. Creation of Gaussian 
mixture models are described in the Gaussian Mixture Models 
section of Probability Distributions. Thus, in real CT images one 
can find a significant coherence of the noise with the image 
content. To illustrate the problem two CT images acquisitions are 
dedicated; one image (Fig.3) form Chest area scan technique and 
other image form sand another one is unenhanced image for the 
same area (Fig.4). The figure 5shows an idealistic view of CT 
images in figure 4, which needs to be enhanced and free from the 
mixture of noise. 
 
DISCUSSION 
 

The most important criterion of Radiology images is 
enhancement and resolution to differentiate between to or more 
closely tissues. There are many problems due to absence of 
enhancement of soft tissues in CT images and reduction of the 
redundancy in the image data. Redundant data is usually caused by 
large ranges of gray levels being used to represent images, which 
actually require significantly fewer gray levels. Image 
enhancement allows the observer to see details in images that may 
not be immediately observable in the original image. Image 
enhancement is the transformation or mapping of one image to 
another. The enhancement of certain features in images is 
accompanied by undesirable effects Valuable image information 
may be lost or the enhanced image may be a poor representation of 
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the original. Computed tomography is a medical imaging 
technique, which employees tomography, where digital geometry 
processing is used to generate a three dimensional image of an 
object from a large series of two dimensional image taken around a 
single axis of rotation. In computed tomography, the image is made 
by viewing the patient via x- ray imaging from numerous angle, by 
mathematically reconstructing the detailed structures and 
displaying the reconstructed image on a video monitor. 
Contemporary with the development of viable CT scanner, 
rotate/rotate, systems and to avoid the sensitivity to ring artifacts, a 
design was developed using a stationary detector ring and a 
rotating X-ray tube. Because the reduced motion seemed consistent 
with a reduction in complexity, this geometry is known as the 
fourth generation. The stationary detector requires a larger 
acceptance angle for radiation, and is therefore more sensitive to 
scattered radiation than the 3rd generation geometry. Fourth 
generation geometries also require a larger number of detector cells 
and electronic channels (at a potentially higher cost) to achieve the 
same spatial resolution and dose efficiency as a 3rd generation 
system. Medical images are often deteriorated by noise due to 
various sources of interference and other phenomena that affect the 
measurement processes in imaging and data acquisition systems. 
The nature of the physiological systems under investigation and the 
procedures used in imaging also diminish the contrast and visibility 
of details. For example, planer projection nuclear medicine images 
obtained using a gamma camera as well as single photon- emission 
computed tomography (SPECT) as severally degraded by Poisson 
noise that's inherent in the photon emission and counting 
processes. Intensity scaling can be very effective in enhancing 
image information present in specific intensity bands, often 
information is not available a priori to identify the use full intensity 
bands. In such cases, it may be more use full to maximize the 
information conveyed from the image to the user by distributing 
the intensity information in the image as uniformly as possible over 
the available intensity band. This approach is based on the 
approximate realization of information – theoretic approach in 
which the normalized histogram of the image is interpreted as the 
probability density function of the intensity of the image. In 
histogram equalization, the histogram of the input image is mapped 
to a new maximally-flat histogram. The histogram is defined as 
h(i), with 0 to p-1 gray levels in the image. The total number of 
pixels in the image, M*N, is also the sum of all the values in h(i). 
Thus, in order to distribute most uniformly the intensity profile of 
the image, each bin of the histogram should have a pixel count of 
(M*N)/p. It is, in general, possible to move the pixel with a given 
intensity to another one, resulting in an increase in the pixel count 
in the new intensity bin. On the other hand, there is no acceptable 
way to reduce or divide the pixel count at a specific intensity in 
order to reduce the pixel count to the desired (M*N) /P. In order to 
achieve approximate uniformity, the average value of the pixel 
count over a number of pixel values can be made close to the 
uniform level. This is an experimental study deals with propose a 
new approach for image enhancement technique using noise 
reduction technique (noise variance) and different median Filters in 
CT images and reduction of the redundancy in the image data 
using image processing technique (MatLab version R2009a). In 
addition to highlight the role of the proposed approach (noise 
variance) by preservation of the image's overall look, preservation 
of the diagnostic content in the image and detection of small and 
low contrast details in the diagnostic content of the image and to 
highlight the role of using image processing technique in 
Radiology. In real CT images one can find a significant coherence 
of the noise with the image content. To illustrate the problem two 
CT images acquisitions are 

 
dedicated; one image (Fig.4) form Chest area scan technique 
and other image form sand another one is unenhanced image 
for the same area (Fig.3). The Fig.5 shows an idealistic view of 
CT images in Fig.6, which needs to be enhanced and free from 
the mixture of noise.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3. Shows CT image (original image)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.4. Shows enhanced CT image using median Filter 

(median, 10)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.5. Shows enhanced CT image using median Filter 
(median, 15) 
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Fig.6. Shows enhanced CT image using median Filter 
(median, 20)   
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